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Modeling of Human Visual Attention in Multiparty

Open-World Dialogues
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This study proposes, develops, and evaluates methods for modeling the eye-gaze direction and head ori-

entation of a person in multiparty open-world dialogues, as a function of low-level communicative signals

generated by his/hers interlocutors. These signals include speech activity, eye-gaze direction, and head ori-

entation, all of which can be estimated in real time during the interaction. By utilizing these signals and novel

data representations suitable for the task and context, the developed methods can generate plausible candi-

date gaze targets in real time. The methods are based on Feedforward Neural Networks and Long Short-Term

Memory Networks. The proposed methods are developed using several hours of unrestricted interaction data

and their performance is compared with a heuristic baseline method. The study offers an extensive evaluation

of the proposed methods that investigates the contribution of different predictors to the accurate generation

of candidate gaze targets. The results show that the methods can accurately generate candidate gaze targets

when the person being modeled is in a listening state. However, when the person being modeled is in a

speaking state, the proposed methods yield significantly lower performance.
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1 INTRODUCTION

Human-robot interaction is a field undergoing a rapid transformation. From being primarily used
in specialized tasks such as industrial manufacturing, robots are increasingly starting to take place
in society, which brings the need for robots to understand and exhibit human-like social signals.
One signal of particular importance in multiparty human face-to-face interactions is the eye-gaze
direction or its coarser representation, the head orientation. In this type of interactions, eye-gaze
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direction and head orientation signal attention to people and objects in the environment and play
important roles in controlling and regulating the conversational floor.

Robots lack computational methods for understanding the nuances of multiparty human face-
to-face interactions. In order for robots to engage in natural and effective multiparty face-to-face
interactions with humans, there is a need for computational methods that can interpret humans’
visual attention and generate appropriate gaze behavior for the robot. Therefore, in this study, we
are concerned with the visual attention signaling function of eye-gaze direction and head orien-
tation, and more precisely how we can generate gaze behavior for a robot in a way that mimics
human gaze behavior. We consider interactions in an open-world domain, i.e., a setting that is
dynamic, multiparty, and situated in a physical context (Bohus and Horvitz 2010).

This study proposes, develops, and evaluates methods following a data-driven modeling ap-
proach. We model the eye-gaze direction and head orientation of a person in three-party open-
world dialogues, as a function of low-level multimodal signals generated by the two interlocutors.
These signals include speech activity, eye-gaze direction, and head orientation which can be au-
tomatically estimated in real time during the interaction. By utilizing these signals, the described
methods can generate candidate gaze targets in real time. To develop and evaluate the methods,
we use several hours of multimodal interaction data collected from synchronized eye-gaze, head,
and audio recordings.

The article is organized as follows. First we examine previous research related to the current
study in Section 2, then we describe the proposed methods in Section 3. The experiments we con-
ducted are described in Section 4 and the results of these experiments are presented in Section 5.
Discussion on the limitations and contributions of the developed methods can be found in Sec-
tion 6. We conclude with Section 7.

2 RELATED WORK

The literature offers many different approaches to modeling of human visual attention. These
approaches fall under three main categories: biologically inspired, data-driven, and heuristic. Bio-
logically inspired approaches mimic bottom-up neurological responses to the visual input from the
environment or are top-down cognitive architectures that derive context to detect visual saliency.
Data-driven approaches model behavioral aspects of visual attention in human conversations with
measurements such as eye-gaze timings, frequencies, and locations. Heuristic approaches design
rule-based methods that use observations from human interactions in order to mimic visual atten-
tion behavior (Admoni and Scassellati 2017).

2.1 Biologically Inspired Approaches

The methods in this domain rely on the fundamental brain mechanisms that realize how humans
select visual stimuli to attend to. Humans have the ability to rapidly orient their attention to vi-
sually salient locations and only a small fraction of humans’ visual input is registered and pro-
cessed (Itti and Koch 2000).

One of the first attempts in computationally describing humans’ visual attention was proposed
in Koch and Ullman (1987). In this bottom-up method, the researchers described that visual atten-
tion is centered around a saliency map, which is a two-dimensional map that encodes the most
salient stimuli of the visual input. Since then, several methods have developed similar structures,
where the saliencies of several signals are computed in parallel and combined (Frintrop et al. 2010;
Itti and Koch 2001).

In top-down methods, a visually salient stimulus can be decided according to its relevance to
the context and can be determined by cognitive phenomena such as knowledge, expectations, and
current goals (Borji and Itti 2013). Visual attention can be encoded into cognitive architectures,
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such as the ACT-R model (Anderson et al. 1997), that explain high level cognitive processes on
how humans choose to process environmental input and attend to visual stimuli.

Some studies combine bottom-up perceptions with top-down behavioral and motivational in-
fluences to develop attentional methods (Breazeal and Scassellati 1999; Hoffman et al. 2006). Other
approaches use as input both auditory and visual saliency maps to develop multimodal bottom-up
attentional methods (Ruesch et al. 2008; Trafton et al. 2008).

2.2 Data-Driven Approaches

Data-driven approaches focus on gathering empirical behavioral data used in methods that model
and generate visual attention behavior. The model parameters are typically extracted by analyzing
video data of human dyadic interactions.

Data-driven studies in Andrist et al. (2013) and Andrist et al. (2014) proposed computational
methods for generation of gaze aversions in relation to conversational functions and speech. Rich
et al. (2010) and Holroyd et al. (2011) presented computational methods for recognizing and main-
taining engagement between a human and a humanoid robot. The studies in Liu et al. (2012)
and Ishi et al. (2010) described computational methods for generation of head motions in rela-
tion to dialogue acts. The model parameters here were obtained by analyzing motion capture data.
Admoni and Scassellati (2014) presented a computational method for generation of nonverbal be-
havior. The method was both predictive (by recognizing the context of new nonverbal behaviors)
and generative (by creating new nonverbal behavior based on a desired context) and used both
speaker and listener information to derive context.

Mutlu et al. (2006) presented a computational method for coordination of gaze in narration. The
model parameters here were obtained by analyzing video data of a human storyteller in multiparty

settings. The study in Huang and Mutlu (2014) presented a computational model for coordination
of speech, gaze, and gestures in narration.

2.3 Heuristic Approaches

Heuristic approaches focus on using prior knowledge of human behavior from psychology in order
to design methods that model and generate visual attention behavior.

Some studies have investigated heuristic methods for dyadic interactions. Colburn et al. (2000)
described behavior methods for eye-gaze patterns in the context of real-time verbal communica-
tion. Peters et al. (2005) presented a method for an embodied conversational agent that is able to
establish, maintain, and end the conversation based on its perception of the level of interest of its
interlocutor. In this work, the speaker and the listener are modeled separately. The study in Zhang
et al. (2017) described an interactive gaze method implemented on a humanoid robot. The system’s
usability for establishing mutual gaze with a user was also tested.

Heuristic methods have also been investigated in multiparty interactions. The study in Khullar
and Badler (2001) proposed a computational framework for generating visual attending behavior
in an embodied simulated human. Gu and Badler (2006) presented a computational method for
predicting visual attention behavior for an embodied conversational agent in the presence of dis-
tractions. The study in Bennewitz et al. (2005) presented a humanoid museum guide robot and the
proposed system was able to interact with people in multiparty scenarios using attention shifts
among other modalities. Spexard et al. (2007) used a humanoid robot that integrated different in-
teraction concepts and perception capabilities to achieve human-oriented interaction.

2.4 Proposed Approach

This study contributes to data-driven approaches to modeling of human visual attention.
While most of the data-driven approaches described previously address this problem in dyadic
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interactions, we propose methods that attempt to model human visual attention in multiparty
conversational settings. The limitations and contributions of the study are further discussed in
Section 6.

3 METHODS

This section is divided into three parts. The first part presents a formal definition of the problem
investigated in the study. In the second part, we propose different data representations suitable for
modeling spatial relations in the context of multiparty open-world dialogues. In the third part of
this section, we outline methods for non-temporal and temporal modeling of eye-gaze direction
and head orientation using the proposed data representations.

3.1 Problem Definition

The goal of the proposed methods is to predict visual attention timings and directions generated by
a human in multiparty open-world dialogues with a computational model. As a consequence, the
model can be used for generation of visual attention behavior for a robot engaging in similar inter-
actions with humans. Specifically, the goal is to build a person-dependent model that takes as input
(1) the eye-gaze direction or head orientation of all interlocutors, (2) the contextual information
from the interaction (i.e., the eye-gaze direction or head orientation that would make each partic-
ipant look at or face all other participants), and (3) the speech activity of all participants. Given
this information (referred to as predictors in the text), the model output (referred to as predictions

in the text) is the eye-gaze direction or head orientation of the person that is being modeled. Next,
we give a formal description of the model inputs and outputs. For each participant p ∈ [1, P] in
the interaction, we consider the following quantities measured at regular time intervals (we have
omitted the time index for simplicity):

—The eye-gaze direction in azimuthal and polar angle дp = {дp

ϕ
,д

p

θ
} ∈ R2.

—The head orientation in azimuthal and polar angle hp = {hp

ϕ
,h

p

θ
} ∈ R2.

—The eye-gaze direction in azimuthal and polar angle дp,q = {дp,q

ϕ
,д

p,q

θ
| p � q} ∈ R2, that

makes participant p look at participant q.

—The head orientation in azimuthal and polar angle hp,q = {hp,q

ϕ
,h

p,q

θ
| p � q} ∈ R2, that

makes participant p face participant q.
—The binary speech activity vp ∈ {0, 1}.

The problem is then to predict either the eye-gaze direction дM or the head orientation hM

of a person (p = M), based on (1) the eye-gaze direction or head orientation of all interlocutors
{дp ,hp | p � M }, (2) all participant-directed eye-gaze directions or head orientations {дp,q ,hp,q |
p � q}, and (3) the binary speech activityvp of all participants. The following section describes the
data representations we have introduced in the study to encode дp , hp , дp,q , and hp,q .

3.2 Data Representations

A raw three-dimensional representation of eye-gaze direction or head orientation does not capture
the dynamic relation between the candidate gaze targets and the current spatial state of the inter-
action. One of the contributions of this study is the introduction of data representations suitable
for modeling spatial relations in the context of multiparty open-world dialogues. The first step in
all proposed data representations is transforming the spatial inputs from an interaction-centered
three-dimensional Cartesian coordinate system to a participant-centered three-dimensional spher-
ical coordinate system. In this way, the eye-gaze direction or head orientation are expressed in
terms of the aforementioned azimuthal angle ϕ and polar angle θ .
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Fig. 1. Continuous and passive data representation. In the figures, M is the person being encoded and for
simplicity, we have drawn only the eye-gaze directions. The ranges [−110◦, 110◦] (azimuthal angles) and
[−75◦, 60◦] (polar angles), are used to create the data representation ranges [−1, 1]. All azimuthal and polar
angles of the eye-gaze direction or head orientation of M are encoded in these ranges. Then, the current
state of the interaction from the perspective of M is expressed in terms of (1) M’s eye-gaze direction or head
orientation, (2) an eye-gaze direction or head orientation of M that intersects A (interlocutor A), and (3) an
eye-gaze direction or head orientation of M that intersects B (interlocutor B). This process of encoding is
used to encode the current state of the interaction from the perspective of all participants.

Once the spherical coordinates are computed, we consider four different representations for
the data illustrated by Figures 1–4. The first two representations are continuous and differ by the
way angles are mapped to the [−1, 1] range. The last two representations, instead, are obtained by
quantizing the space into a finite number of regions, and are, therefore, discrete. In the following
sections, we will give details on each representation.

3.2.1 Continuous and Passive Data Representation. This representation, illustrated by Figure 1,
is based on a fixed mapping from the azimuthal and polar angles to the [−1, 1] ranges of the
representation. We use the visual field of humans (Walker et al. 1990) to define the limits of the
observed range. Without head movements, this range corresponds to ∼220◦ in azimuthal angles
(Figure 1(a)) and ∼135◦ in polar angles (Figure 1(b)). In this representation the eye-gaze directions
дp , head orientations hp , participant-directed eye-gaze directions дp,q , and participant-directed
head orientationshp,q , all vary for every timestep. When using this data representation, we include
all these quantities in the encoding of the current state of the interaction.

3.2.2 Continuous and Active Data Representation. In this representation, illustrated by Figure 2,
we perform a dynamic mapping of the physical angles to the [−1, 1] ranges, that depends on the
relative position of the participant with respect to the other participants. We map the azimuthal
angles in such a way that the participant-directed eye-gaze directions or participant-directed

head orientations is always either −0.5 or 0.5. For example, for p = M , дM,A
ϕ
= hM,A

ϕ
= 0.5 and

дM,B
ϕ
= hM,B

ϕ
= −0.5 (Figure 2(a)). Similarly, we assign the value 0.5 to the polar angles of the
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Fig. 2. Continuous and active data representation. In the figures, M is the person being encoded and for
simplicity, we have drawn only the eye-gaze directions. The azimuthal angles of the eye-gaze directions or
head orientations of M that pass through the current position of A (interlocutor A) and B (interlocutor B)
are used to create a data representation range [−0.5, 0.5] for the azimuthal angles. The polar angles of the
eye-gaze directions or head orientations of M that pass through C (the current mean position of A and B)
and the position of T (a static object) are used to create a data representation range [−0.5, 0.5] for the polar
angles. In the final step, both data representation ranges are extended to [−1, 1]. Then, the current state of the
interaction from the perspective of M is expressed in terms of (1) M’s eye-gaze direction or head orientation.
This process of encoding is used to encode the current state of the interaction from the perspective of all
participants.

eye-gaze directions or head orientations that intersect the current mean position of two of the
other participants and the value −0.5 to the polar angles of the eye-gaze directions or head orien-

tations that intersect a static object in the environment. For example, forp = M ,дM,C
θ
= hM,C

θ
= 0.5

and дM,T
θ
= hM,T

θ
= −0.5 (Figure 2(b)). In this representation only the eye-gaze directions дp and

head orientations hp vary for every timestep.

3.2.3 Discrete and High-Resolution Data Representation. The high-resolution representation
partitions the space around two participants into 42 (+1) regions, Figure 3. We use average male
head size (AMH) as reference for the size of the regions. Regions ±1 to ±5 have sizes of 1× AMH,
±6 to ±9 have sizes of 1.5× AMH, ±10 to ±13 have sizes of 2× AMH, ±14 to ±17 have sizes of
2.5× AMH, and ±18 to ±21 have sizes of 3× AMH. The rest of the space belongs to region 0. The
incremental increase of the regions’ size is based on the assumption that regions that are spatially
close to the position of the head are more important than those spatially distant. Then, the number
of regions defined here covers the social space as described in Hall (1990). The regions (one for
interlocutor A and one for interlocutor B) intersected by the current eye-gaze direction or head
orientation of the participant under consideration are used for encoding.

3.2.4 Discrete and Low-Resolution Data Representation. The low-resolution representation par-
titions the space around two participants into 10 (+1) regions, Figure 4. Given the current position
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Fig. 3. Discrete and high-resolution data representation. As seen from the perspective of M, given the current
position of interlocutor A, a grid centered at interlocutor A is defined. The grid is defined in such a way that
it partitions the space around the position of interlocutor A into 21 regions. The same type of partitioning is
applied to interlocutor B. The regions (one for interlocutor A and one for interlocutor B) intersected by the
current eye-gaze direction or head orientation of M are used as encoding. This process of encoding is used
to encode the current state of the interaction from the perspective of all participants.

of two participants, we follow the same process as in the high-resolution representation. In this
case, however, regions ±1 to ±5 are merged into regions ±1; regions ±6, ±10, ±14, and ±18, are
merged into regions ±2; regions ±7, ±11, ±15, and ±19, are merged into regions ±3; regions ±8,
±12, ±16, and ±20, are merged into regions ±4; and regions ±9, ±13, ±17, and ±21, are merged into
regions ±5. The rest of the space belongs to region 0. As in the previous representation, the regions
(one for interlocutor A and one for interlocutor B) intersected by the current eye-gaze direction
or head orientation of the participant under consideration are used for encoding.

3.3 Models

Given the proposed data representations, we use a supervised learning approach for estima-
tion/prediction of a participant’s eye-gaze direction or head orientation based on the current eye-
gaze directions or head orientations of two interlocutors and the current speech activity. For the
continuous data representations, the problem of modeling the eye-gaze direction or head orienta-
tion is a regression task. In the discrete data representations, the problem is a classification task.
The regression models output estimated continuous values of the azimuthal and polar angles in the
ranges defined by the continuous data representations. The classification models output predicted
discrete values of the most likely regions defined by the discrete data representations. The evalu-
ation of the models is performed by computing the error/accuracy of the estimations/predictions
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Fig. 4. Discrete and low-resolution data representation. As seen from the perspective of M, given the current
position of interlocutor A, a grid centered at interlocutor A is defined. The grid is defined in such away that
it partitions the space around the position of interlocutor A into 5 regions. The same type of partitioning is
applied to interlocutor B. The regions (one for interlocutor A and one for interlocutor B) intersected by the
current eye-gaze direction or head orientation of M are used as encoding. This process of encoding is used
to encode the current state of the interaction from the perspective of all participants.

with respect to a ground truth (the estimates of the recording devices), on a frame-by-frame basis.
We use two types of models: non-temporal and temporal.

3.3.1 Non-Temporal Models. We train a Feedforward Neural Network (ANN) model to perform
both classification and regression tasks. In the case of discrete data representations, the goal of
the ANN classifier is to predict the most likely regions (one per interlocutor) for the participant’s
eye-gaze direction or head orientation. In the case of continuous data representations, the goal
of the ANN regressor is to estimate the azimuthal and polar angles for the participant’s eye-gaze
direction or head orientation. These models work on a frame-by-frame basis and have no memory
of past frames.

3.3.2 Temporal Models. We also train a Long Short-Term Memory (LSTM) (Hochreiter and
Schmidhuber 1997) model to perform both classification and regression tasks. In the case of dis-
crete data representations, the goal of the LSTM classifier is the same as that of the ANN classifier:
to predict regions (one per interlocutor) for the participant’s eye-gaze direction or head orienta-
tion. Similarly, in the case of continuous data representations, the goal of the LSTM regressor is
the same as that of the ANN regressor: to estimate the azimuthal and polar angles for the partic-
ipant’s eye-gaze direction or head orientation. However, the LSTM models maintain memory of
past frames, so that temporal continuity is taken into account in the estimations/predictions.
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Fig. 5. Spatial configuration of the sensors and the participants in the datasets.

4 EXPERIMENTS

This section is divided into two parts. In the first part, we describe the datasets used to develop and
evaluate the proposed methods. In the second part, we describe the specific experiments used to
evaluate the proposed methods and general experimental setup settings shared across experiments.

4.1 Datasets

The methods proposed in Section 3 are developed and evaluated using two multiparty interac-
tion datasets. The main purpose of these datasets is to explore visual attention patterns of hu-
mans in different contexts. In this study, we consider only data which is generated in the context
of dynamic multiparty situated interactions without visual/auditory distractions, that Bohus and
Horvitz (2010) define as an open-world dialogues.

4.1.1 Kinect Dataset. This dataset consists of a total of 15 sessions, each with a duration of ∼30
minutes, resulting in ∼7.5 hours of data per recording device (Stefanov and Beskow 2016). Three
participants take part in each session where a pair of participants is new in every session, and
one participant takes the role of moderator for all sessions. All interactions are in English and
all data streams are spatially and temporally synchronized and aligned. The interactions occur
around a round table and the participants are seated. There are in total 23 unique participants and
1 moderator. Figure 5(a) illustrates the spatial configuration of the setup during the recordings.
The following data streams are included in the dataset:

—3 streams of audio data.
—3 streams of eye-gaze data.
—3 streams of color, depth, infrared, body, and face data.
—3 streams of video data.
—1 stream of game state data.
—1 stream of robot state data.

4.1.2 OptiTrack Dataset. This dataset consists of a total of 15 sessions, each with duration of
∼1 hour, resulting in ∼15 hours of data per recording device (Kontogiorgos et al. 2018). Three
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participants take part in each session where two of them are new in every session, and one par-
ticipant takes the role of a moderator for all sessions. All interactions are in English and all data
streams are spatially and temporally synchronized and aligned. The interactions occur around a
round table and the participants are seated. There are in total 30 unique participants and 1 mod-
erator. Figure 5(b) illustrates the spatial configuration of the setup during the recordings. The
following data streams are included in the dataset:

—3 streams of audio data.
—3 streams of eye-gaze data.
—2 streams of video data.
—1 stream of game state data.
—1 stream of motion capture data.

In this study, the eye-gaze directions are generated by Tobii Pro Glasses 2 eye trackers used in
both datasets. The head orientations are generated by Kinect v2 sensors used in the Kinect dataset
and by an OptiTrack motion capture system used in the OptiTrack dataset. The audio used for
speech activity is generated by close-talking microphones used in both datasets.

4.2 Setup

We report results based on random sampling of the data, where ∼80% of the data is used for train-
ing, ∼15% is used for testing, and ∼5% is used for validation. Next, we outline the parameters used
in all of the presented models.

4.2.1 Non-Temporal Models. The non-temporal models (ANN) are trained and evaluated with
isolated frames and include one fully connected layer of size 64 (regression) or 128 (classifica-
tion) with rectifier activations, followed by an output layer with linear activations (regression) or
sigmoid activations (classification).

4.2.2 Temporal Models. The temporal models (LSTM) are trained and evaluated with 25-frame
(1 second) -long segments without overlaps and include one LSTM layer of size 64 (regression) or
128 (classification) with hyperbolic tangent activations, followed by an output layer with linear
activations (regression) or sigmoid activations (classification).

4.2.3 Heuristic Models. To compare the performance of the proposed methods, we defined and
developed one heuristic baseline model for prediction of the participant’s eye-gaze direction or
head orientation. In this model, the participant’s eye-gaze direction or head orientation is always
toward the currently speaking interlocutor (if one exists), and in the center (between the inter-
locutors) otherwise.

4.2.4 Model Hyperparameters. For training the models (ANN and LSTM), we use Adam op-
timizer (Kingma and Ba 2014), with default parameters (α = 0.001, β1 = 0.9, β2 = 0.999, and
ϵ = 10−8). The models that perform a regression task use a mean absolute error loss function as
an optimization criterion, and the models that perform a classification task use a binary crossen-
tropy loss function as an optimization criteria. All models are trained for 100 epochs. The model
corresponding to the best validation performance is selected and evaluated on the test data. For
development, we use Keras (Chollet et al. 2015), with TensorFlow backend (Abadi et al. 2015). We
have summarized all hyperparameters in Table 1.

4.2.5 Predictors and Predictions. The goal of the experiments in this study is to investigate the
utility of different predictors for prediction of eye-gaze direction or head orientation. Therefore, we
built a model for each moderator and tested it on independent data from the same moderator, i.e.,
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Table 1. Model Hyperparameters

Models Parameters

ANN (CP) Input (7 ∨ 16 ∨ 19,)→ Dense (64, ReLU)→ Dense (2, Linear)
ANN (CA) Input (3 ∨ 4 ∨ 7,)→ Dense (64, ReLU)→ Dense (2, Linear)
LSTM (CP) Input (7 ∨ 16 ∨ 19,)→ LSTM (64, Tanh)→ TD_Dense (2, Linear)
LSTM (CA) Input (3 ∨ 4 ∨ 7,)→ LSTM (64, Tanh)→ TD_Dense (2, Linear)

ANN (DH) Input (3 ∨ 84 ∨ 87,)→ Dense (128, ReLU)→ Dense (42, Sigmoid)
ANN (DL) Input (3 ∨ 20 ∨ 23,)→ Dense (128, ReLU)→ Dense (10, Sigmoid)
LSTM (DH) Input (3 ∨ 84 ∨ 87,)→ LSTM (128, Tanh)→ TD_Dense (42, Sigmoid)
LSTM (DL) Input (3 ∨ 20 ∨ 23,)→ LSTM (128, Tanh)→ TD_Dense (10, Sigmoid)

The first column lists all of the presented model configurations; the data representation is specified in

the parentheses using the notations introduced in Sections 3.2 and 3.3. In this column, CP stands for

continuous and passive, CA stands for continuous and active, DH stands for discrete and high-resolution,

and DL stands for discrete and low-resolution. The second column lists the specific model parameters. In

this column, the dataflow from the Input layer is represented by arrows and the layer size and activation

function is specified in the parentheses. The size of the Input layer depends on the type of predictors used

by the model. Here, Dense stands for Fully Connected layer, LSTM stands for Long Short-Term Memory

layer, and TD_Dense stands for time distributed Fully Connected layer.

the models are person-dependent as described in Section 3.1. To test the contribution of different
predictors to the prediction of eye-gaze direction or head orientation, we conducted the following
experiments:

—Interlocutors’ eye-gaze direction and all speech activity as predictors of moderator’s eye-
gaze direction (GSa-G).

—Interlocutors’ head orientation and all speech activity as predictors of moderator’s head
orientation (HSa-H).

—Interlocutors’ eye-gaze direction as a predictor of moderator’s eye-gaze direction (G-G).
—Interlocutors’ head orientation as a predictor of moderator’s head orientation (H-H).
—All speech activity as a predictor of moderator’s eye-gaze direction (Sa-G).
—All speech activity as a predictor of moderator’s head orientation (Sa-H).

5 RESULTS

This section is divided into three parts. In the first part, we compare the performance of the pro-
posed methods when the moderators are either in speaking or in listening state. In the second part,
we report and discuss the results of the conducted experiments for the moderator in the Kinect
dataset. In the third part, we report and discuss the results of the conducted experiments for the
moderator in the OptiTrack dataset.

5.1 Speaking and Listening

Regardless of the representation, modeling method, or moderator, the performance on data in
which the moderators are in speaking state is significantly lower than the performance on data in
which the moderators are in listening state. We report this result with the histograms in Figures 6
and 7. The figures illustrate the distribution of the estimated values for the azimuthal angles in
comparison to the distribution of the target values, for both speaking and listening states. Clearly,
when a moderator is in speaking state, the distribution of the estimated values is different than
the underlaying target distribution. In listening state, however, the distribution of the estimated
values is more similar to the underlaying target distribution. One explanation of this result is the
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Fig. 6. Example distributions of the target and estimated azimuthal angles for the moderator in the Kinect
dataset.

Fig. 7. Example distributions of the target and estimated azimuthal angles for the moderator in the Opti-
Track dataset.

Table 2. Data Distribution in Different Sets in the Kinect Dataset

Number of Frames

Set Train Test Validation

Eye-gaze direction 81,236 15,121 5,094
Head orientation 138,340 25,784 8,596

fact that the data representations proposed in this study do not encode any information about the
intentions of the moderators. Therefore, in the next two sections, we present results only from the
listening state of the moderators.

5.2 Kinect Dataset

The results in this section are based on the Kinect dataset. As mentioned previously, we present
results only from the listening state of the moderator. We have summarized the data distribution
in different sets in Table 2.
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Fig. 8. Mean absolute error of the best performing continuous and passive model for the Kinect dataset. The
mean location of all participants in all interactions is drawn using average head size (circles and rectangles).
All physical proportions are kept.

5.2.1 Continuous and Passive Data Representation. The results of this experiment are summa-
rized in Figure 10(a) using mean absolute error (the best performance is error of 0◦). Here, the
[−1, 1] range corresponds to 220◦ in azimuthal angles and 135◦ in polar angles. The proposed tem-
poral method (LSTM) reaches the lowest error of ∼10◦ for the azimuthal angle and ∼5◦ for the
polar angle when estimating the moderator’s head orientation using the head orientation of the
interlocutors and the speech activity as input (HSa-H). The proposed non-temporal method (ANN)
reaches the lowest error in the same configuration (HSa-H) and it is ∼9◦ for the azimuthal angle
and ∼4◦ for the polar angle. The baseline method also reaches the lowest error in this configura-
tion and it is ∼20◦ and ∼10◦ for the azimuthal and the polar angle, respectively. In summary, the
proposed methods outperform the baseline method, and their performance is almost identical. We
have visualized the mean absolute error of the best performing model in Figure 8.

5.2.2 Continuous and Active Data Representation. The results of this experiment are summa-
rized in Figure 10(b) using mean absolute error (the best performance is error of 0◦). Here, the
[−1, 1] range corresponds to a mean of ∼78◦ in azimuthal angles and a mean of ∼42◦ in polar
angles. The proposed temporal method (LSTM) reaches the lowest error of ∼9◦ for the azimuthal
angle and ∼6◦ for the polar angle when estimating the moderator’s head orientation using the
head orientation of the interlocutors and the speech activity as input (HSa-H). The proposed non-
temporal method (ANN) reaches the lowest error in the same configuration (HSa-H) and it is ∼8◦

for the azimuthal angle and ∼5◦ for the polar angle. The baseline method also reaches the lowest
error in this configuration and it is ∼21◦ (azimuthal angle) and ∼11◦ (polar angle). In summary,
the proposed methods outperform the baseline method, and their performance is almost identical.
We have visualized the mean absolute error of the best performing model in Figure 9.

5.2.3 Discrete and High-Resolution Data Representation. The results of this experiment are sum-
marized in Figure 11(a) using accuracy (the best performance is accuracy of 100%). The proposed
temporal method (LSTM) reaches the highest accuracy when predicting the moderator’s head ori-
entation using the head orientation of the interlocutors and the speech activity as input (HSa-H).
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Fig. 9. Mean absolute error of the best performing continuous and active model for the Kinect dataset. The
mean location of all participants in all interactions is drawn using average head size (circles and rectangles).
All physical proportions are kept.

Fig. 10. Mean absolute error for the continuous methods. The first bar in each predictor-target configuration
is the mean absolute error (in degrees) for the azimuthal angle and the second bar is the mean absolute error
(in degrees) for the polar angle.

Specifically, the accuracy is ∼70% for interlocutor A and ∼44% for interlocutor B. In the same
configuration (HSa-H), the proposed non-temporal method (ANN) reaches its highest accuracy of
∼66% for interlocutor A and ∼42% for interlocutor B. The baseline method also reaches its highest
accuracy in this configuration and it is ∼0.02% (interlocutor A) and ∼1% (interlocutor B). In sum-
mary, the proposed methods outperform the baseline method, while the performance of the LSTM
is better than the performance of the ANN.

5.2.4 Discrete and Low-Resolution Data Representation. The results of this experiment are sum-
marized in Figure 11(b) using accuracy (the best performance is accuracy of 100%). The proposed
temporal method (LSTM) reaches the highest accuracy when predicting the moderator’s head
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Fig. 11. Accuracy for the discrete methods. The first bar in each predictor-target configuration is the accuracy
(in percentage) for interlocutor A and the second bar is the accuracy (in percentage) for interlocutor B.

Table 3. Data Distribution in Different Sets
in the OptiTrack Dataset

Number of Frames

Set Train Test Validation

Eye-gaze direction 60,645 11,257 3,755
Head orientation 138,082 25,756 8,529

orientation using the head orientation of the interlocutors and the speech activity as input (HSa-H):
∼98% for interlocutor A and ∼84% for interlocutor B. Using the same configuration, the proposed
non-temporal method (ANN) reaches its highest accuracy of ∼98% for interlocutor A and ∼81% for
interlocutor B. The baseline method also yields its best performance in this configuration and it
is ∼1% (interlocutor A) and ∼36% (interlocutor B). In summary, the proposed methods outperform
the baseline method, while the performance of the LSTM is better than the performance of the
ANN.

5.3 OptiTrack Dataset

The results in this section are based on the OptiTrack dataset. As mentioned previously, we present
results only from the listening state of the moderator. We have summarized the data distribution
in different sets in Table 3.

5.3.1 Continuous and Passive Data Representation. The results of this experiment are summa-
rized in Figure 14(a) using mean absolute error (the best performance is error of 0◦). Here, the
[−1, 1] range corresponds to 220◦ in azimuthal angles and 135◦ in polar angles. The proposed tem-
poral method (LSTM) reaches the lowest error of ∼14◦ for the azimuthal angle and ∼7◦ for the
polar angle when estimating the moderator’s head orientation using the head orientation of the
interlocutors and the speech activity as input (HSa-H). The proposed non-temporal method (ANN)
also reaches the lowest error in this configuration and it is ∼13◦ for the azimuthal angle and ∼7◦

for the polar angle. The baseline method, however, reaches its best performance when estimat-
ing the moderator’s eye-gaze direction using the eye-gaze direction of the interlocutors and the
speech activity as input (GSa-G). The error in this case is ∼21◦ and ∼10◦ for the azimuthal and
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Fig. 12. Mean absolute error of the best performing continuous and passive model for the OptiTrack dataset.
The mean location of all participants in all interactions is drawn using average head size (circles and rectan-
gles). All physical proportions are kept.

the polar angle, respectively. In summary, the proposed methods outperform the baseline method,
and their performance is almost identical. We have visualized the mean absolute error of the best
performing model in Figure 12.

5.3.2 Continuous and Active Data Representation. The results of this experiment are summa-
rized in Figure 14(b) using mean absolute error (the best performance is error of 0◦). Here, the
[−1, 1] range corresponds to mean of ∼100◦ in azimuthal angles and mean of ∼57◦ in polar angles.
The proposed temporal method (LSTM) reaches the lowest error of ∼15◦ for the azimuthal angle
and ∼6◦ for the polar angle when predicting the moderator’s eye-gaze direction using the eye-gaze
direction of the interlocutors and the speech activity as input (GSa-G). The proposed non-temporal
method (ANN) reaches also reaches the lowest error in this configuration. Specifically, the error
is ∼13◦ for the azimuthal angle and ∼7◦ for the polar angle. It is worth mentioning that the per-
formance of both models (LSTM and ANN) in the HSa-H configuration is almost identical to that
in the GSa-G configuration. The baseline method also reaches the lowest error in this configura-
tion (GSa-G) and it is ∼21◦ (azimuthal angle) and ∼14◦ (polar angle). In summary, the proposed
methods outperform the baseline method, while the performance of the ANN is better than the
performance of the LSTM. We have visualized the mean absolute error of the best performing
model in Figure 13.

5.3.3 Discrete and High-Resolution Data Representation. The results of this experiment are sum-
marized in Figure 15(a) using accuracy (the best performance is accuracy of 100%). The proposed
temporal method (LSTM) reaches the its highest accuracy when predicting the moderator’s head
orientation using the head orientation of the interlocutors and the speech activity as input (HSa-
H). Specifically, the accuracy is ∼75% for interlocutor A and ∼70% for interlocutor B. Using the
same inputs, the proposed non-temporal method (ANN) reaches its highest accuracy of ∼70% for
interlocutor A and ∼61% for interlocutor B. The baseline method also reaches its highest accuracy
in this configuration and it is ∼12% for interlocutor A and ∼0.4% for interlocutor B. In summary,
the proposed methods outperform the baseline method, while the performance of the LSTM is
better than the performance of the ANN.
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Fig. 13. Mean absolute error of the best performing continuous and active model for the OptiTrack dataset.
The mean location of all participants in all interactions is drawn using average head size (circles and rectan-
gles). All physical proportions are kept.

Fig. 14. Mean absolute error for the continuous methods. The first bar in each predictor-target configuration
is the mean absolute error (in degrees) for the azimuthal angle and the second bar is the mean absolute error
(in degrees) for the polar angle.

5.3.4 Discrete and Low-Resolution Data Representation. The results of this experiment are sum-
marized in Figure 15(b) using accuracy (the best performance is accuracy of 100%). The proposed
temporal method (LSTM) reaches the highest accuracy when predicting the moderator’s eye-gaze
direction using the eye-gaze direction of the interlocutors and the speech activity as input (GSa-
G). Specifically, the accuracy is ∼96% for interlocutor A and ∼95% for interlocutor B. Using the
same inputs, the proposed non-temporal method (ANN) also reaches its highest accuracy of ∼88%
for interlocutor A and ∼87% for interlocutor B. The baseline method, however, reaches it highest
accuracy in the HSa-H configuration and it is ∼13% and ∼1%. In summary, the proposed methods
outperform the baseline method, while the performance of the LSTM is better than the perfor-
mance of the ANN.
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Fig. 15. Accuracy for the discrete methods. The first bar in each predictor-target configuration is the accuracy
(in percentage) for interlocutor A and the second bar is the accuracy (in percentage) for interlocutor B.

6 DISCUSSION

The purpose of the conducted experiments is to investigate to what extent in the given context,
complex visual attention behavior can be modeled solely from low-level multimodal signals, with-
out taking semantic information into account. Comparing GSa-G/HSa-H and G-G/H-H shows that
speech activity coupled with interlocutors’ eye-gaze direction or head orientation is always a bet-
ter predictor for the moderator’s eye-gaze direction or head orientation than using interlocutors’
eye-gaze direction or head orientation alone. Further, comparing Sa-G/Sa-H and G-G/H-H shows
that speech activity alone is a very competitive predictor for the moderator’s eye-gaze direction
or head orientation. Finally, comparing GSa-G/HSa-H and Sa-G/Sa-H yields better performance
for GSa-G/HSa-H. In summary, the results of the experiments clearly show that in this context
(open-world dialogues), models that take into account the speech activity significantly outper-
form models which do not use this information.

6.1 Limitations

The proposed methods are capable of generating plausible candidate gaze targets when the mod-
erators are in listening state. However, the methods do not consider the current goals/intentions of
the moderators which yields significantly lower performance when the moderators are in speak-
ing state. This observation motivates the development of different methods for the speaker and
listener roles in this context, as was suggested by Peters et al. (2005). A higher level process that
specifies the moderators’ goals should be present and augmented with the proposed methods to
generate candidate gaze targets when the moderators are in speaking state.

6.2 Contributions

The proposed methods were built and evaluated with multiple days of recordings with multiple
pairs of interlocutors. Generally, every new pair of interlocutors will present different stimuli, both
in terms of dynamics and behavior, to the moderators. This suggests that the methods performance
is promising (given the variability of the stimuli) and they could be used for generation of candidate
gaze targets that are natural in the context.

There is a specific motivation behind each of the proposed data representation methods. The
continuous and passive case attempts to represent the interaction from the perspective of the
moderators, while the continuous and active case attempts to represent the interaction from the
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perspective of the interlocutors. The discrete and high-resolution case partitions the space in de-
tailed regions for high-resolution candidate gaze targets generation, while the discrete and low-
resolution case partitions the space in broader regions in order to capture the general gaze behavior
(look at or look away).

All of the proposed methods can be extended to interactions with more than three participants
because they do not assume a specific number of people (all methods, however, require at least
three participants). In such cases, each unique pair of interlocutors produces signals. By consid-
ering all possible unique pairs of interlocutors, the methods can generate several candidate gaze
target sets (one set per unique pair of interlocutors) and a final decision for the gaze target can be
made, for example, with a simple voting procedure.

The predictions of the methods when using discrete data representations can be seen as spatial
saliency maps (one per interlocutor). In these cases, each region has a value in the interval [0, 1]
that corresponds to how likely it is for this region to be a gaze target. This representation can
be further augmented with biologically inspired visual (even auditory) saliency maps. Borrowing
the terms from the biologically inspired approaches, the methods here can be seen as bottom-up
processes, while the previously mentioned “higher level process which specifies the moderators’
goals,” as a top-down one.

We also presented a simple heuristic baseline method and compared its performance with the
proposed data-driven methods. Given the context of dynamic multiparty situated interactions
without visual/auditory distractions, in the current study we did not compare the proposed meth-
ods with the biologically inspired one; the latter (i.e., visual saliency maps) usually do not incor-
porate information related to face-to-face interactions, but rather are used as mechanisms for se-
lecting visual stimuli in cluttered visual scenes. However, the presented heuristic baseline method
can be seen as producing auditory saliency maps because the most salient location there, is always
the speaking interlocutor.

In summary, the contributions of this study are the introduction of novel data representations
suitable for modeling spatial relations in the context of multiparty open-world dialogues and the
investigation of the utility of different real-time measurable predictors for the accurate generation
of gaze targets. The study also compares non-temporal and temporal models for eye-gaze direction
or head orientation generation and evaluates the proposed methods using different input devices.

6.3 Application

The methods proposed in this study have direct application in robotic agents that need to engage in
multiparty dialogues with humans and generate human-like gaze behaviors. While the proposed
methods still lack confidence scores in the speaking state, they can accurately generate gaze for
listening agents similar to how humans do when listening. The benefits of appropriately generated
active listening gaze behavior in robotic agents include, for example, smoother regulation of turn-
taking and participation in joint actions with humans.

7 CONCLUSIONS

This study investigates the utility of eye-gaze direction or head orientation and speech activity
of humans as predictors for generating real-time candidate gaze targets for a robot in multiparty
open-world dialogues. The study proposes, develops, and evaluates several methods to address
this challenge. The methods achieve good performance in the given context, but this performance
is limited to the cases when the modeled person takes a listening role.

The study presents experiments that investigate to what extent visual attention behavior can be
modeled solely from low-level multimodal signals. The results show that speech activity coupled
with the eye-gaze direction or head orientation is the best predictor (from the ones investigated) for
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eye-gaze direction or head orientation. Furthermore, the results clearly show that in this context,
gaze targets generation methods that take into account the speech activity significantly outper-
form those that do not use this information.

Directions for future work include the use of hand motions as additional predictors and compar-
ing the proposed methods with one of the more advanced multiparty heuristic methods proposed
in the literature. Another direction is the development of similar methods that address the gen-
eration of candidate gaze targets when the person being modeled is speaking. The final goal is to
deploy these methods on a robot and generate an actual gaze behavior. This in turn can be studied
and used in multiparty human-robot interactions.
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