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ABSTRACT

The brief responses given by listeners in group conversations are
known as backchannels rendering the task of backchannel detection
an essential facet of group interaction analysis. Most of the current
backchannel detection studies explore various audio-visual cues
for individuals. However, analysing all group members is of utmost
importance for backchannel detection, like any group interaction.
This study uses a graph neural network to model group interaction
through all members’ implicit and explicit behaviours. The pro-
posed method achieves the best and second best performance on
agreement estimation and backchannel detection tasks, respectively,
of the 2022 MultiMediate: Multi-modal Group Behaviour Analysis
for Artificial Mediation challenge.
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1 INTRODUCTION

The quality of group interactions depends on several factors such as
engagement and encouragement [14]. In addition to the speakers’,
other participants’ verbal and non-verbal behaviours are equally
important. Backchannels are brief responses given by listeners to
show their agreement or assessment in a conversation [21] and
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their purpose is not to mark interruptions for taking the floor for
speaking [12]. Backchannels include words such as ‘hmm’, ‘yeah’,
‘okay’, ‘oh!’ and gestures such as head nods and facial expressions.

Backchannel detection has a wide range of real-world applica-
tions [11, 15]. Such methods can help robots for better human-robot
interaction [5]. Providing backchannels also improves engagement
and feedback [11]. Hence, such methods can help indicate a group’s
cohesion and attentiveness in different contexts. However, many
challenges are associated with automatic backchannel detection;
for example, the signals used to provide backchannels are highly
culture-specific and subjective [8]. Furthermore, for an automated
method, it is difficult to quantify the group interaction and separate
the audio-visual signals of each group member using data obtained
in unconstrained environments.

This work investigates strategies to represent group interaction
in terms of graphs. This type of modelling is useful for different
tasks, including backchannel detection and agreement estimation.
The underlying hypothesis of using graphs to model group inter-
action is that multiple signals from all group members trigger a
person to display a specific behaviour. The study proposes a graph
neural network that learns relationships between group members
in interaction and achieves the best and second best performance on
agreement estimation and backchannel detection tasks, respectively,
of the 2022 MultiMediate: Multi-modal Group Behaviour Analysis
for Artificial Mediation challenge, demonstrating the usefulness of
graphs as representations for group interactions.

2 LITERATURE REVIEW

The importance of backchannels in a conversation has been studied
for more than five decades. Different studies have discussed factors
related to backchannels which are helpful for analysis - both audio
and visual backchannels are essential and equivalent if present [12].
Moreover, audio and visual backchannels can replace each other,
which is subjective [9]. Since verbal backchannels (and bimodal)
might interrupt the speaker, these are often provided at the pauses
or the end of sentences. On the other hand, visual backchannels
can also be shown in the middle of the sentences [7]. There ex-
ist a positive correlation between the number of pauses, mutual
gaze exchange and pitch around backchannels with the number of
backchannels provided by the listeners [7].

Methods for backchannel prediction are mostly based on lan-
guage and speech modality. The study of Truong et al. [22] focused
on the speaker’s pitch and pauses for backchannel prediction. The
analysis of the study is termed the pitch and pause model, which
shows that backchannel opportunity lies in the pause after the
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Figure 1: The proposed graph-based method for modelling group interactions. The blue and yellow nodes indicate the main
and context members in the group, respectively. p1-p4 denote each group member.

speaker’s utterance. Morency et al. [15] proposed a probabilistic
approach for listener backchannel prediction. The study used mul-
tiple features corresponding to prosodic, lexical and visual informa-
tion. Jain et al. [10] proposed a semi-supervised learning approach
for predicting listener’s backchannels. Here, acoustic and visual
backchannels are separated by training different models using pre-
selected features.

This work proposes a method for group analysis based on graphs.
Graph neural networks have gained popularity in problems repre-
senting non-Euclidean data with different structures [23] and pro-
vides an opportunity to define the structure of the graphs in terms
of nodes and edges. Graph neural networks are successfully used in
modelling group interactions, such as in social relation analysis [13]
and active speaker detection [1, 20]. The literature indicates that
head gestures, gaze and speech help to analyse backchannels and
most of the existing studies are based on using these signals for
listeners or speakers in isolation. However, the implicit relation-
ships between group members are not fully utilised motivating the
approach proposed in this work.

3 METHOD

This section defines the problem of backchannel detection and
agreement estimation. Two different approaches to analysing the
interaction are discussed. First, backchannel detection is done for
a given person using only information obtained from that person.
Second, data from the whole group is used to detect the backchannel
for a given person. These approaches are termed as individual and
group modelling, respectively.

Problem Formulation. Given a t-seconds long video V and
audio A of P people interacting, where the video of each person
pi € P captures the whole face and body of p;, and the audio
contains the speech of all group members. The task is to assign
the binary backchannel label {0|1} and agreement score in the
interval [—1,+1], for a given person. The backchannel label indi-
cates whether the person is providing any backchannel, whereas
the agreement score indicates the level of agreement the person
displays with the provided backchannel.

Individual Modelling. People use different audio-visual signals
to provide backchannels in conversations. The literature review
provides information on the relevant signals for the backchan-
nel detection and agreement estimation tasks. For individual mod-
elling, the following features are analysed with a support vector
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machine classifier and regressor with radial basis function kernel
for backchannel detection and agreement estimation tasks, respec-
tively. For individual modelling, temporal features are combined to
create an average representation:

Action Units are indicators used for facial muscle move-
ments. The overall person’s facial expression changes dur-
ing backchannels; hence, action units are functional while
analysing backchannels [10].

Gaze exchange is essential to any group conversation. There
is a positive correlation between speaker-to-listener gaze
exchange and chances of backchannels [7, 15].

Head Pose signals a person’s overall visual attention and is
useful for contexts in which gaze estimation is difficult.
Body Pose can be helpful in analysing speakers and listeners
behaviours and backchannels.

Head Gestures such as head nods are commonly used to
signal attention and agreement [7]. These gestures are visual
backchannels that listeners can provide at any time.

Group Modelling. The group is modelled as a graph where
each group member is represented as a node, and edges define
the relationship between the group members. Such a graphical
representation can leverage the signals of each group member and
the implicit relation between them. Figure 1 illustrates the proposed
graph-based group modelling. The proposed structure assumes that
backchannel labels and agreement scores are present only for one
person in the group. This person is marked as the main person and
is indicated with blue colour. For simplicity, the label/score of the
main person is assigned to all group members. Hence, the model
uses information from all group members to detect/estimate the
main person’s backchannel/agreement.

The graph is constructed such that the main person for whom
the prediction needs to be made is connected to all other group
members with bidirectional edges. The graph can be created in
two ways based on temporal information. In the static graph, the
features corresponding to each node are the average features across
time, resulting in one graph per data sample. In the dynamic graph,
along with the bidirectional edges between the main and other
members, each node is also connected with the same node at the
next timestep. After graph construction, graph convolutions are
used to learn the node features and the local structure. Further, edge
convolutions are used to learn the edge features corresponding to
a node and its neighbours based on the edges in the graph.
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Figure 2: The number of times the main person displays head
nods, tilts, shakes and speaks across time. Here, continuous
and dashed lines represent people providing backchannels
and not providing backchannels, respectively. The increase
in the count indicates that people provide backchannels in
the last 1 second in the MPIIInteraction dataset. Please note
that the results before the 1-sec mark can be ignored as the
used temporal models require data to stabilise.

4 EXPERIMENTAL DETAILS

Dataset. We used the MPIIInteraction dataset for backchannel de-
tection and agreement estimation made available by the University
of Stuttgart, Germany [16, 17]. The dataset consists of 14468 videos
captured in a quiet office. Each interaction video is 10-seconds long
and composed of three or four participant conversations in German.
The dataset includes a video recording of each group member cap-
tured from a camera behind the opposite sitting participants. The
recorded audio consists of mixed audio of all participants. An expert
annotated each recorded video for the occurrence of backchannel
behaviours using holistic perception rather than focusing on a fixed
cue. The videos are labelled with a backchannel if the participant
provides a backchannel at the end. For the backchannel detection
task, the dataset provides labels for 6716, 2854 and 4898 videos for
training, validation, and testing, respectively. For the agreement
estimation task, the dataset provides scores for 3358, 1427 and 4898
videos for training, validation and testing, respectively.

We analysed the dataset for different audible and visual cues for
backchannel detection. As reviewed from the literature, listeners
often provide backchannels. We calculated the frame-level score
from the PerfectMatch [6] model for all group members to distin-
guish the speakers from listeners. Specific cues such as head nods
display a backchannel and agreement in the visual modality. We
used the head gesture detector implemented in the OpenSense [19]
library to calculate head nods, shakes and tilts across all video
frames. Figure 2 illustrates the results for speaker and head gesture
detection. Here, the X-axis represents the time in seconds, and the
Y-axis indicates the number of videos. For data samples that include
backchannels, there is an increased number of head nods, tilts and
shakes towards the end of the video. Similarly, there is an increase
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in the number of speakers towards the end of videos that include
backchannels. The plot indicates that participants mostly provide
backchannels in the last 1 second of the videos.

Experimental Settings. Given the analysis shown in Figure 2
and empirical results obtained from data of the last 1, 1.5 and 2
seconds, we used only the last 1 second of the video for backchan-
nel detection and agreement estimation. For action units, gaze and
head pose, we used OpenFace [2] library. Body pose features are
extracted from OpenPose [4] library. We calculated the head ges-
tures using OpenSense [19] library, which gives the head nods, tilts
and shakes. In the case of individual and static group modelling,
we used the features’ mean of the absolute differences of adjacent
frames from the last 1 second [3, 18]. With these features, the re-
sulting graph had 4 nodes, where the main person is connected to
the other group members with bidirectional edges. In addition to
these features, the static and dynamic group models are evaluated
using features extracted from pre-trained PerfectMatch [6] model.
The PerfectMatch model is used to extract the syncronised audio-
visual features for each person and in this case, the graph resulted
in having 8 nodes, where the main person’s audio and video are
connected to all other nodes with bidirectional edges. The graph
models include 3 graph convolutions followed by 3 edge convolu-
tions and are trained using Adam optimiser with 0.03 learning rate.
The performance is computed in terms of accuracy for backchannel
detection and mean squared error for agreement estimation.

5 RESULTS

Baseline. The proposed individual and group modelling are com-
pared with the challenge baseline method [18], which uses features
consisting of the mean of the absolute differences of adjacent frames
of action units, head pose, gaze and body pose. Support vector ma-
chine classifier and regressor are used with radial basis function
kernel for backchannel detection and agreement estimation task, re-
spectively. The results of the challenge baseline method are shown
in the first two rows of Table 1.

Individual Modelling. Table 1 provides the results for individ-
ual modelling. The key observations are:

e Head gestures in terms of head nods, tilts and shakes con-
tribute significantly to backchannel detection, achieving 62%
accuracy on the validation set. For agreement estimation,
head gestures achieved 0.073 mean squared error on the val-
idation set, which is better than the baseline method. These
results show the importance of head gestures in terms of
head nods, tilts and shakes for analysis of backchannels. It
is to be noted that HeadPose features provide the relative
head yaw, pitch and roll angles; however, the HeadGesture
features explicitly correspond to the head gestures.

The addition of action units, head pose, and gaze to head
gestures helps in learning complementary information for
backchannel detection and agreement estimation. Among
these features, the body pose contributes less in backchannel
detection and more in agreement estimation. High validation
mean squared error for the agreement estimation task is due
to the imbalanced data splits compared to the backchannel
detection task, where the data splits are balanced.
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Table 1: Backchannel detection and agreement estimation
results with support vector machine individual modelling,.

Features Backchannel Agreement
(ACC) (MSE)

Validation Set

AU+HeadPose+Gaze [18] 62.10 0.079

AU+HeadPose+Gaze+

BodyPose [18] 63.90 0.079

HeadGesture 62.00 0.073

AU+HeadPose+Gaze+

HeadGesture 67.00 0.081

AU+HeadPose+Gaze+

HeadGesture+BodyPose 68.00 0.078

Test Set

AU+HeadPose+Gaze+

BodyPose [18] 59.60 0.066

AU+HeadPose+Gaze+

HeadGesture+BodyPose 61.65 0.062

Group Modelling. Table 2 provides the results for group mod-
elling. The key observations are:

o For static group modelling, the trend in performance is sim-
ilar to the individual modelling for backchannel detection.
Here, the use of deep features representing the audio-visual
synchronisation for each person is found to be helpful for
backchannel detection. Deep features also performed better
for the agreement estimation task.

For dynamic group modelling, the used feature sets perform
worse than the static group modelling. A possible reason can
be that the mean features across adjacent frames in the last
1 second are more discriminative than the difference of fea-
tures across adjacent frames in the dynamic group modelling.
This result suggests the possibility of improving the proposed
dynamic group modelling to include temporal changes.
Except for deep features, group modelling achieves slightly
lower performance than individual modelling. This is be-
cause the proposed group modelling uses the features of all
group members while a label/score is present for only one
group member. There is a broad scope for performance im-
provement of the group modelling given the labels/scores
for all group members are available or by using any other
limited supervision training technique.

From the results in Table 1 and Table 2, it is clear that the
proposed graph-based group modelling is able to represent
the whole group interaction. By using the features of all
group members and limited labels, the group modelling per-
forms better than individual modelling on the backchannel
detection task.

To further validate the importance of graph-based group mod-
elling, we used all group members’ AU+HeadPose+Gaze features
and trained a support vector classifier for backchannel detection.
The experiment resulted in 62% validation accuracy, worse than
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Table 2: Backchannel detection and agreement estimation
results with graph-based group modelling. * denotes results
obtained after the official evaluation deadline.

Features Backchannel Agreement
(ACC) (MSE)
Validation Set
AU+HeadPose+Gaze+ 6713 .
HeadGesture ’ '
AU+HeadPose+Gaze+
HeadGesture+BodyPose 67.62 0245
‘é DeepFeatures 69.13 0.083
& Test Set
AU+HeadPose+Gaze+ 61.26 0.069"
HeadGesture ' '
AU+HeadPose+Gaze+ R
HeadGesture+BodyPose 62.10 0.066
DeepFeatures 62.98" 0.068*
Validation Set
9 AU+HeadPose+Gaze+ 65.44 0.083
% HeadGesture ’ ’
£ DeepFeatures 67.51 0.075
A Test Set
DeepFeatures 59.96 0.067"

when a support vector classifier is trained with only the main per-
son’s features. This result demonstrates that graph-based group
modelling helps to learn relations between all group members.

6 CONCLUSION

This study proposes a graph-based representation for group interac-
tion modelling. This group representation is validated for backchan-
nel detection and agreement estimation tasks. The proposed method
achieves the best and second best performance on agreement esti-
mation and backchannel detection tasks, respectively, of the 2022
MultiMediate: Multi-modal Group Behaviour Analysis for Artificial
Mediation challenge. However, the proposed method has some lim-
itations which will be addressed in the future. The proposed group
modelling uses the same label/score for all group members because
the label/score is present for only one person in each group. A semi-
supervised approach can be used to assign the labels/scores for all
group members after learning from one person from each group.
Another limitation is related to the fact that the proposed methods
do not account for the relation between backchannel detection and
agreement estimation. This can be addressed by reformulating the
problem as a multi-task learning task. Further, speech signals are
highly beneficial for backchannel detection. However, the format
of the used dataset and the fact that speech separation is still chal-
lenging prevented the inclusion of speech-related features in this
study. Addressing these limitations will improve the performance
of the proposed graph-based representation for backchannel detec-
tion and agreement estimation. This graph-based group interaction
modelling can be beneficial for other group analysis tasks.
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