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Abstract  
We report the results of our initial ef-
forts towards automatic detection of 
user’s interruptions in a spoken human–
machine dialogue. In a first step, we 
explored the use of automatically ex-
tractable acoustic features, frequency 
and intensity, in discriminating listen-
er’s interruptions in human–human 
conversations. A preliminary analysis 
of interaction snippets from the HCRC 
Map Task corpus suggests that for the 
task at hand, intensity is a stronger fea-
ture than frequency, and using intensity 
in combination with feature loudness 
offers the best results for a k-means 
clustering algorithm. 

Introduction 
Interruptions are important elements of 
conversations. They contribute in medi-
ation of the content and redirection of a 
conversational exchange. Human-like 
conversational dialogue systems should 
not only be able to 1) use interruptions 
as a means to regulate the direction of a 
conversation, but also 2) discriminate 
user’s interruptions from backchannels, 
and turn-taking attempts, and select an 
appropriate response. A system’s insen-
sitivity to user’s interruptions could 
possibly render a dialogue inefficient 
and have adverse effect on user experi-
ence. In this work, we aim at building a 
computation model for automatic detec-
tion of interruptions and in human–
human conversations. 

Background 
Various works have analyzed the 
acoustic and prosodic characteristics of 
conversational elements such as inter-

ruptions, backchannels and turn-
changes. Yang (2001) analyzed the 
maximum pitch and intensity in speaker 
turns, and described the function of 
interruptions in managing local and 
global coherence in conversation that is 
brought about through the systematic 
phrase-to-phrase prosodic patterns of 
discourse. For example, a speaker at-
tempts at taking the conversational 
floor while the main speaker is speak-
ing (referred to as competitive interrup-
tions) are characterized by high pitch 
and amplitude. In contrast, speaker 
statements supporting the main speak-
er’s contentions, with no intention to 
take the conversational floor (referred 
to as cooperative interruptions) often 
occur at low or medium pitch levels.  

In a related work, Gravano & 
Hirschberg (2012) examine interrup-
tions in a corpus of spontaneous task-
oriented dialogue and report a number 
of significant differences between inter-
rupting and non-interrupting turns, 
based on features such as speaking rate, 
mean intensity, mean pitch, and dura-
tion of speaker speech. Lee & Nara-
yanan (2010) analyzed the differences 
between competitive and cooperative 
interruption with features, change and 
activeness, employing audio, visual, 
and dis-fluency data. They have shown 
that the using these features in combi-
nation offers better results in discrimi-
nating between the two types than using 
any single feature modality.  

Our work is motivated from the ob-
servation made in this literature regard-
ing the distinct acoustic characteristic 
of backchannels, interruptions, and 
turn-changes. However, unlike the su-
pervised methods for classification used 
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in Lee et al. (2008) and Lee & Nara-
yanan (2010) we 1) take an unsuper-
vised approach to automatically cluster 
speaker utterances into interruptions, 
backchannels, and turn-change catego-
ries; and 2) use a fully automatic 
scheme for extraction of frequency and 
intensity features for training a model 
for online use. 

Method 
Corpus 
To get a feeling for the task at hand, we 
started with a relatively small subset of 
the HCRC Map Task corpus (Anderson 
et al., 1991). In the Map Task interac-
tion one of the dialogue participants 
(giver) provide instructions to the other 
human participant (follower) about 
finding her way to a destination on a 
map. In one setting, participants have 
no visual contact with each other, and 
as the respective maps are not com-
pletely identical (absence or presence of 
landmarks or difference in landmark 
names) the conversations inevitably 
involves: clarifications, acknowledge-
ments, backchannels, interruptions, 
turn-changes etc. Three Map Task in-
teractions (average duration 15 min) 
were randomly picked and only the first 
3 min of the interaction was analyzed 
for this initial work. The resulting da-
taset contains 5 unique participants (3 
male and 2 female). 

Feature extraction 
We explored the use of two acoustic 
features: frequency and intensity, for 
the task at hand. We used inter-pausal 
units (IPUs): speech units separated by 
200 milliseconds of silence as the basic 
unit of processing, i.e. deciding whether 
a speaker IPU is an interruption or a 
backchannel or a turn-change. Towards 
this, we first used a voice activity detec-
tor to automatically segment speakers’ 
speech into IPUs. The automatic seg-
mentation method is not perfect and 
doesn’t always produce segmentation 
around turns with simultaneous speech 

and speech regions with low energy. 
This results in some user speech units 
getting lost in the next processing stage. 
This indicates the issues and limitations 
of a fully automatic system for the task 
at hand. Next, for each speaker IPU we 
extracted the maximum f0 and intensity 
values using Wavesurfer toolkit 
(Sjölander & Beskow, 2000). The fea-
ture values were z-normalized 
( ) for building a speak-
er invariant model. In addition to this, 
we used the perception level features: 
maximum pitch and loudness (the log 
semitone equivalents of frequency and 
intensity, respectively). 

 
Figure 1. Spread of training instances with 
z-normalized max frequency and intensity 

The spread of training instances in 
our dataset using the features 
zNormMaxFrequency and zNormMax-
Intensity is illustrated in Figure 1. In 
order to obtain the ground truth of the 
category of speaker IPUs in our data, 
the authors of this paper labeled the 
IPUs with one of the three categories: 
Intrp (the IPU is an interruption), 
BckFb (the IPU is a backchannel), and 
TurnChange (the IPU marks a turn-
change). Since this is still an explorato-
ry work, the judges sat together and 
labeled the data unanimously (of 
course, in a larger study this would 
have been done more formally along 
with Kappa scores for inter-annotator 
agreement). In our training set we have 
30 instances of interruption, 25 instanc-
es of backchannel, and 58 instances of 
turn-change. 

A cursory look at Figure 1 suggests 
that interruptions (Intrp) indeed tend to 
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have higher maximum intensity and 
frequency. Backchannels (BckFb), in 
contrast are in the lower end of the 
spectrum. The instances of turn-change 
lie somewhere in the middle, but are 
spread largely over interruptions, sug-
gesting that it would be hard to discrim-
inate interruptions and turn-changes. A 
univariate analysis of variances of the 
means of zNormMaxFrequency and 
zNormMaxIntensity suggest that only 
the backchannel category differ signifi-
cantly from interruption and turn-
change categories. This suggested that 
using these two features only we would 
not have much success in discriminat-
ing between the three categories. There-
fore, for the remaining part of this paper 
we focus only on the task of discrimi-
nating interruptions from backchannels. 
Figure 2 illustrates the distribution of 
interruptions and backchannels in our 
training dataset. 

 
Figure 2. Spread of interruptions and back-
channels in the training set (55 instances). 

Result 
Clustering and classification 
We used the centroid based k-means 
clustering algorithm (with k=2) to au-
tomatically cluster our training dataset 
consisting of only backchannels and 
interruptions. In Figure 3, the two black 
circles indicate the two cluster centroids 
(1.42, 1.19) and (1.99, 4.14), with 39 
and 16 instances in the respective clus-
ters. Based on the observations made in 
the literature that interruptions are char-
acterized by higher frequency and in-
tensity, we label the cluster with cen-

troid (1.99, 4.14) as the cluster repre-
senting interruptions, and the other 
cluster as representing backchannels. If 
we treat the cluster label of instances in 
these clusters as their learned category, 
we would correctly label 78.1% of the 
training dataset. The training instances 
with erroneous classification are indi-
cated with red color in Figure 3. 

 
Figure 3. K-means clustering and classifica-
tion results. Misclassified instances are indi-
cated in red color. 

Since the majority class in our dataset is 
interruptions (54%), the accuracy of 
78.1% is a huge improvement over the 
majority class baseline. Table 1 summa-
rizes the performances of the various 
(additive) features explored in this 
work. Both z-normalized max intensity 
and loudness are stronger features in 
comparison to frequency and pitch. 
Using the combination of z-normalized 
maximum intensity and loudness we 
obtained the best clustering perfor-
mance of 80.0%. Table 2 presents the 
recall and performance corresponding 
to this feature combination. The model 
achieves a high F-measure for interrup-
tions. 

Table 1. Feature performances (where + 
indicates additive feature combinations) 

Feature (s) Accuracy 
zNormMaxFrequency 70.9% 
+ zNormMaxIntensity 78.1% 
zNormMaxLoudness 76.3% 
+ zNormMaxPitch 61.8% 
zNormMaxIntensity 
+zNormMaxLoudness 

80.0% 
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Table 2. Precision, Recall and F-measure of 
clustering using z-normalized max intensity 
and loudness 

Precision Recall F-measure 
Intrp BckFb Intrp BckFb Intrp BckFb 

0.77 0.85 0.90 0.68 0.83 0.76 

 

Discussion 
We have presented the preliminary re-
sults from our efforts towards automatic 
detection of user interruptions in a spo-
ken human–human conversation. We 
formulated the task as that of clustering 
speaker utterances in three categories: 
interruption, backchannel, and turn-
change. We explored the two acoustic 
features: z-normalized maximum fre-
quency (and pitch) and intensity (as 
well as loudness) in speaker utterances. 
A preliminary analysis of interaction 
snippets from the HCRC Map Task 
corpus suggested that the task of dis-
criminating between backchannel and 
interruption is instead more feasible on 
the dataset at hand. Using our fully au-
tomated approach to extract feature 
values, we have observed that intensity 
is a stronger feature in comparison to 
frequency, and using intensity in com-
bination with loudness offers the best 
performance results for discriminating 
interruptions and backchannels. 

The results obtained in this work are 
encouraging. In a next step it would be 
interesting to see whether scaling up the 
training set would provide similar or 
better results. More data should help us 
return to our original task of automatic 
discrimination between the three cate-
gories. 

It would be interesting to see if the 
performance of models presented here 
could be improved with using addition-
al features, such as duration as suggest-
ed in Gravano & Hirschberg (2012), or 
measures of activity (how the values 
fluctuate in the overlapping speech re-
gions) and change (shift in peak values) 
in Lee & Narayanan (2010). The da-
taset contains both overlap and non-
overlap speech segments. A similar 

analysis on the data with a clear separa-
tion of the two cases would be an inter-
esting investigation.  

A major limitation of this work is 
that we have excluded turn-changes 
from the current dataset. As observed, 
with regard to their acoustic property 
(max frequency and intensity) turn-
change overlap largely with interrup-
tions. This suggests that one may want 
to explore contextual (dialogue act) and 
lexico-syntactic features for telling 
them apart from interruptions and back-
channels. 
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